
# 1998 International Union of Crystallography Acta Crystallographica Section A
Printed in Great Britain ± all rights reserved ISSN 0108-7673 # 1998

532

Acta Cryst. (1998). A54, 532±542

A New Approach Towards Measuring Structure Factors and Valence-Electron Distribution in
Crystals with Large Unit Cells

J. Taftù,*² Yimei Zhu and Lijun Wu

Materials Science Division, Department of Applied Science, Brookhaven National Laboratory, Upton, NY 11973,
USA. E-mail: johan.tafto@fys.uio.no

(Received 18 August 1997; accepted 28 November 1997 )

Abstract

By focusing a probe of fast electrons above or below the
specimen level in convergent-beam electron diffraction,
shadow images of many re¯ections are recorded in one
exposure. For wedge-shaped crystals, this procedure
provides a means of recording thickness or PendelloÈsung
fringes of many re¯ections simultaneously, which
ensures that the experimental conditions with respect
to thickness variations and crystallographic direction of
the incident beam are the same for all re¯ections.
Disturbing defects within the illuminated area of the
specimen are immediately revealed in the shadow
images of the different re¯ections. The approach is
introduced by using strontium titanate and silicon as
examples. As a case study, the technique is applied to the
dense (00l) reciprocal-lattice row of the superconductor
YBa2Cu3O7 to address charge transfer and electron-hole
distribution by determining the amplitudes and phases
of the 001 and 002 re¯ections. By this approach, the
absolute values of the structure factors are obtained
from the very thin regions where the kinematical theory
applies. Based on these approximate absolute values, the
signs of the structure factors in centrosymmetrical
crystals are determined by comparing dynamically
calculated and observed intensities in somewhat thicker
crystal regions for different combinations of signs. As a
third step, the structure factors are re®ned by comparing
the calculated and experimental intensity pro®les within
the entire observed thickness range.

1. Introduction

Diffraction experiments with 100±1000 keV electrons
have great potential capabilities for crystallographic
studies, see Spence (1993) and Tanaka (1994) for
reviews. An example is the possibility of locating accu-
rately the atoms in the crystal unit cell because of the
short wavelength that ranges from 4 to 1 pm for these
fast electrons. Another important issue is the distribu-
tion of valence electrons in materials, which can be

addressed because of the very high sensitivity to charge
transfer at small scattering angles in electron diffraction,
i.e. at low-index re¯ections in large-unit-cell crystals.
The reason for this is that the incident electrons interact
with the electrostatic potential, which includes contri-
butions from the positive charges of nuclei in addition to
the negative charges of the electrons in the crystal. This
opens up the possibility of studying ionicity, bonding and
valence-electron distribution in large-unit-cell crystals
as pointed out by Cowley (1953), studied in great detail
by Anstis et al. (1973) and recently applied to high-
temperature superconductors by Gjùnnes et al. (1993)
and Zhu & Taftù (1996, 1997). Furthermore, electron
diffraction can be applied to very small volumes of
materials to study the regions around point, line and
planar defects and individual nanocrystals of size down
to a few nm. This capability is tied to the high brightness
of the electron source and the fact that an electron beam
is easily focused. Thus, an electron probe of very high
brilliance can be con®ned to nanometer-sized areas on
or near the specimen.

Despite these advantages, electron diffraction has
been inferior to X-ray and neutron diffraction as a
quantitative technique for accurate crystallographic
studies. A major challenge has been to record quanti-
tatively the electron diffraction intensities. In addition,
the strong interaction between electrons and matter
results in strong elastic and inelastic scattering and thus
dynamical effects and considerable absorption down to
small thicknesses. These same dynamical effects have
been used advantageously to determine the amplitudes
and phases of structure factors for inner re¯ections of
small-unit-cell crystals, typically re¯ections corre-
sponding to interplanar spacings between 0.15 and
0.45 nm. Techniques that have been commonly used for
small-unit-cells crystals are PendelloÈsung fringes
(Ichimiya & Uyeda, 1977), the critical-voltage (CV)
method (Watanabe et al., 1968) and the intersecting
Kikuchi-line (IKL) technique (Gjùnnes & Hùier, 1971).
The CV technique relies on dynamical extinction of a
certain re¯ection at a particular incident-beam energy,
while with the IKL technique attention is focused on
certain features in the Kikuchi pattern. In the last two
decades, convergent-beam electron diffraction (CBED)
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has replaced conventional Kikuchi patterns for these
purposes (Marthinsen & Hùier, 1988; Zuo et al., 1989),
recently in combination with energy ®ltering to highlight
and quantify the features of the CBED patterns (Zuo &
Spence, 1991). By automation of the ®tting process,
simulated CBED patterns are compared with observed
patterns for accurate determination of structure factors
(Zuo, 1993). Such quantitative CBED studies with high
precision can now be used to extract important infor-
mation about bonding and ionicity in small-unit-cell
crystals (Zuo et al., 1988; Matsuhata et al., 1994; Zuo et
al., 1997).

A somewhat different approach is to use very thin
crystals, of the order of 10 nm thick (Burshill et al., 1974;
Olsen et al., 1985). For such thin crystals, electron
diffraction is less dynamical and the interpretation
procedure becomes simpler. With a small convergence
of the incident beam, this approach is suited to crystals
with large unit cells but control of the thickness of the
crystal is critical and, thus, the method works best on
thin platelet-shaped crystals. Here this technique is
modi®ed so that we can observe the intensity variation
with thickness in wedge-shaped crystal areas. We do
this in CBED by focusing the electron beam above or
below the specimen level. Thus, each convergent-beam
re¯ection, the so-called disc, becomes a shadow image
of the illuminated area of the specimen and many
thickness or PendelloÈsung fringes can be recorded

simultaneously. Shadow images, obtained in the
diffraction mode, have previously been used to study
defects and strain near interfaces in materials (Burshill
et al., 1974; Cherns et al., 1988). These patterns contain
real-space coordinates in addition to reciprocal coordi-
nates.

2. Experiment and information content

Diffraction data at a certain crystal thickness, varying
continuously with incident-beam direction within the
limits set by the condenser aperture, are acquired in an
ideal conventional CBED experiment with a very small
probe focused on the specimen. The incident-beam
directions within a CBED disc are determined by the
crystal orientation in the specimen holder and the size of
the condenser aperture. For certain purposes, the elec-
tron probe has previously been focused at heights
different from the specimen level (Burshill et al., 1974;
Tanaka et al., 1980; Vincent et al., 1984; Humphreys et al.,
1988; Cherns et al., 1988; Duan et al., 1994). A larger area
of the crystal is then illuminated as shown in Fig. 1. The
information content is the same with a focused and
defocused probe on the specimen when, and only when,
the crystal is perfect, the crystal planes ¯at (no bending)
and the thickness constant over the illuminated area. By
focusing the probe in the plane of the selected-area
aperture, a large-angle CBED disc of one of the re¯ec-
tions can be separated from overlapping discs by
inserting the aperture to block the other discs (Tanaka et
al., 1980). If the diffraction discs do not overlap, focusing
at any level may give useful information and spatial
resolution from crystals with defects and thickness
variations is present if the crossover is above or below
the specimen level. Focusing at a level different from the
specimen level has been used to form shadow images of
areas with extended defects by e.g. Burshill et al. (1974).
We have taken similar shadow images at 200 keV and
some of them are shown in Fig. 2. Note that there is one
bright-®eld and as many dark-®eld images as there are
re¯ections in the diffraction pattern. For a bent
specimen, it is thus possible to record the bend contours
of many re¯ections simultaneously as shown in Figs. 2(a)
and (b). These patterns are from a strongly buckled thin
area of SrTiO3. However, more important from a crys-
tallographic point of view is the simultaneous presence
of the bright-®eld and dark-®eld PendelloÈsung fringes
from non-bent crystals which are wedge-shaped at the
edge as shown in Figs. 2(c) and (d). The PendelloÈsung
fringes in Figs. 2(c) and (d) are from an Si specimen. The
g vector is normal to the edge of the wedge in Fig. 2(c)
and parallel to the edge in Fig. 2(d). In Fig. 2(d), with the
g vector parallel to the edge of the wedge, the period of
the intensity oscillations normal to the wedge scales with
the extinction length. In the two-beam approximation,
the intensity distribution in the dark-®eld and bright-

Fig. 1. Schematics of the experimental set-up to obtain shadow image
diffraction patterns.

J. TAFTé, YIMEI ZHU AND LIJUN WU 533



Fig. 2. Shadow image diffraction. (a) and (b) from a thin heavily bent (001) foil of SrTiO3 at two different camera lengths. (c) and (d) are from a
wedge-shaped area of Si showing the (00l) reciprocal row and 000 and 220 diffraction discs, respectively. The edge in (c) and (d) is normal and
parallel to the g vector, respectively. (e) shows the two-beam calculated intensity maxima in the bright-®eld and dark-®eld discs.
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®eld images as a function of thickness, z, and excitation
error, sg, can be expressed by:

Ig � 1ÿ I0 � �1=1� �Ksg=Ug�2�

� sin2

�
�z�1� �Ksg=Ug�2�1=2

K=Ug

�
: �1�

Here, K is the wave vector of the incident electrons
modi®ed by the mean inner potential of the crystal and
Ug � �mrel=me��Fe

g=�Vc� the relativistically corrected
Fourier component of the electrostatic potential for
re¯ection g. me, mrel, Fe

g and Vc are the rest mass of the
electron, the relativistic mass of the electron, the struc-
ture factor for electron diffraction and the volume of the
crystal unit cell, respectively. sg, which is the excitation
error, can be written:

sg � �2c � gÿ g2�=2K; �2�
where the crystallographic direction of the incident
beam is expressed by the coordinate of the center of the
Laue circle, c, i.e. the component of the incident beam
onto the projection under consideration. Absorption is
neglected in (1). From (1), we can, in the two-beam
approximation, easily simulate the intensity variations
within the CBED discs when the crystallographic
direction of the incident beam, the wedge angle and the
structure factor are known. In Fig. 2(e), two-beam
calculations with absorption are compared with experi-
mental observations for the 220 re¯ection of Si shown in
Fig. 2(d). We did not know the wedge angle in this case
and have used a thickness scale that gives qualitative
agreement with the observation. In the diffraction
pattern of Fig. 2(d), the axes of thickness and excitation
error are orthogonal to each other, while these param-
eter axes are parallel in Fig. 2(c). In general, for a wedge,
there is in the pattern an angle ' between the thickness
axis, z, and the excitation error axis, s. When the thick-
ness pro®le of the illuminated volume of the specimen
deviates from that of a perfect wedge and the crystal is
bent over the illuminated area, the (z, s) plane becomes
distorted. An extreme example of such distortions was
demonstrated in Figs. 2(a) and (b). Patterns, such as
those from Si in Fig. 2(d), could probably have been
used for accurate determination of structure factors in
small-unit-cell crystals because of the ability to record
the extinction contours and thickness fringes simulta-
neously and thereby combine the thickness fringe and
the conventional CBED method. These two methods
have been used separately for accurate structure-factor
measurements (Ichimiya & Uyeda, 1977; Zuo et al.,
1989).

Our priority, however, is large-unit-cell crystals where
the amplitudes and the phases of the inner re¯ections
are very sensitive to the charge distribution. We address
the charge distribution along the c axis in a fully
oxygenated sample of the high-Tc superconductor

YBa2Cu3O7. With the long repeat unit of c = 1.168 nm,
we record many re¯ections simultaneously along the
(00l) reciprocal row (Fig. 3). We thus achieve parallel
recording of oscillating diffraction intensities
(PARODI) as a function of thickness and excitation
error for many re¯ections. PARODI can be used on very
small crystal areas and the thickness pro®les of many
re¯ections are recorded in one exposure. In Fig. 3(a), the
angle ' between the c axis and the edge of the wedge is
about 45�. The observation of no signi®cant variation in
the intensity parallel to the edge within the individual
discs suggests in this case, with a small convergence
angle and all recorded re¯ections at rather small scat-
tering angles, that there is little variation in intensity
within the small range of excitation errors represented
by the CBED discs. Thus, in principle, for such dense
reciprocal-lattice rows near symmetrical incidence, the
orientation of the edge of the wedge relative to the
reciprocal-lattice row is unimportant but the pattern is
most conveniently digitized with a scanner when the
edge is normal to the reciprocal-lattice row as shown in
Fig. 3(b). Then, in a single scan, we obtain thickness
pro®les of many re¯ections as shown in Fig. 3(c). By
focusing the beam on the specimen to form conventional
CBED patterns (Fig. 4), the CBED discs are rather
uniformly ®lled but the distribution of intensities
between the re¯ections varies greatly from one CBED
pattern to the next owing to small changes in thickness.
This was a problem encountered by the electron
diffraction group at CSIRO who for more than two
decades has successfully used such patterns to study
large-unit-cell crystals and they have stressed the chal-
lenge of thickness determination in several papers
(Anstis et al., 1973; Burshill et al., 1974). The problem
occurs, in particular, for ionic crystals with large unit
cells where the inner re¯ections may be very strong

Fig. 3. Parallel recording of the oscillating intensities, PARODI, of the
(00l) reciprocal row of YBa2Cu3O7, with angles of about 45 and 90�

between the (00l) row and the edge in (a) and (b), respectively.
(c) is a scan of (b).
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owing to charge transfer, resulting in strong coupling
and, thus, rapid oscillations of the intensities of the
Bragg beams with thickness (Anstis et al., 1973). The
conventional CBED patterns from the thin areas of the
superconductor in Figs. 4(a) and (b) demonstrate this
great change of the diffraction patterns with small
changes in thickness. From the PARODI patterns in
Figs. 3(a) and (b), where the thickness is estimated to
range from 0 to 60 nm and 0 to 15 nm, respectively, we
realize immediately that conventional CBED patterns
become very different even after small changes in
thickness. The depth de®nition of PARODI patterns, i.e.
resolution of the thickness fringes, depends on the spot
size at crossover and the wedge angle, while the
magni®cation depends on the camera length and the
distance from the crossover to the specimen.

The electron diffraction intensities are nearly kine-
matical when the crystal thickness is smaller than about
5±10 nm (Burshill et al., 1974) and thus the absolute
values of the structure factors for several re¯ections may
be retrieved from the thin region of a single PARODI
exposure, while information about the phases of the
structure factors is present in the areas of the shadow
image representing the thicker regions of the sample
where the dynamical coupling between the beams comes
into play. In the case of centrosymmetric crystals, the
experimental thickness fringes can be compared with
dynamical calculations by trying different combinations
of positive and negative values of the signs of the
structure factors. This is the procedure we pursue to
address the ionicity and the electron-hole distribution in
the centrosymmetric YBa2Cu3O7.

3. Interpretation of the experimental data

3.1. General

A brief account of the application of PARODI to
locate the electron holes in YBa2Cu3O7 was presented in
a recent paper (Zhu & Taftù, 1997). We here present a
more comprehensive and general interpretation proce-
dure. Our major aim is to determine the amplitudes and
phases of re¯ections with short g vectors and we believe

the approach presented here has the potential of
becoming a rather general procedure. Thus, we will
describe in some detail how amplitudes and phases of
structure factors can be retrieved from these experi-
ments where the intensities of many re¯ections are
experimentally recorded simultaneously from zero
thickness up to thicknesses of several hundred nm.
Although the study of charge transfer in high-
temperature superconductors is important per se, this
presentation is meant as a case study to serve as an
example for future studies of large-unit-cell crystals in
general. The ultimate goal is to determine the spatial
distribution of valence electrons in crystals with large
unit cells and, in particular, for high-temperature
superconductors to determine the distribution of the
electron holes that are the charge carriers, see e.g.
Pickett (1989).

Before we start with the interpretation, let us look at
how to extract the electron distribution in a crystal from
the Fourier components of the electrostatic potentials,
which is what is measured in electron diffraction
experiments.

The relationship between the atomic scattering
amplitude for X-rays and electrons is, according to the
Mott formula for the electron scattering amplitude in SI
units:

f e��� � �mee2=8�"oh2���=sin ��2�Z ÿ f x�: �3�
Here Z is the number of positive elementary charges in
the nucleus and f x, which is the scattering amplitude of
the ion for incident X-rays, is the Fourier transform of
the spatial distribution of electrons around the nucleus.

The structure factor for X-ray diffraction is

Fx
g �

P
i

f x
i �s� exp�ÿ2�ig � r� exp�ÿBis

2�: �4�

Bi is the Debye±Waller factor of the ith atom and
s � sin �=�.

Similarly, for electron diffraction:

Fe
g �

P
i

f e
i �s� exp�ÿ2�ig � r� exp�ÿBis

2�: �5�

Note that the electron structure factor parallels the
X-ray structure factor by replacing the atomic scattering
amplitude for X-rays by the scattering amplitude for
electron scattering, f e, as expressed in (3).

When the X-ray structure factors are known, the
electron charge distribution is found from the relation-
ship

��r� �P
g

Fx
g exp�ÿ2�ig � r�: �6�

Similarly, for electron diffraction, the electrostatic
potential in the crystal is given by

U�r� �P
g

U0
g exp�ÿ2�ig � r�: �7�Fig. 4. Conventional convergent-beam diffraction patterns of two areas

estimated to be (a) 10 nm and (b) 45 nm thick. Note also here
intensity variations within the discs because of the steep wedge.
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In U0
g , the superscript is introduced to specify that this is

the Fourier coef®cient of the electrostatic potential
rather than the relativistically corrected one. The latter
is used in the dynamical calculations, as seen in (1).
Furthermore, the structure factor for electron diffrac-
tion, Fe

g , is related to the Fourier coef®cients, U0
g , of the

electrostatic potential by U(r) by:

�me=mrel�Ug � U0
g � Fe

g=�Vc: �8�
Here, Vc is the volume of the crystal unit cell.

We are aiming at determining the electron distribu-
tion in the crystal from electron diffraction data by
converting Fe

g to Fx
g before performing the Fourier

transform using (6). The conversion is done by
combining (3), (4) and (5):

Fx
g �

�P
i

Zi exp�ÿBis
2� exp�ÿ2�ig � r�

�
ÿ �c1s2Fe

g�:
�9�

Here, c1 � 8�"0h2=mee2 � 41:78 AÊ e.
We determine the structure factors in three steps,

starting with the experimental determination of the
amplitudes of the low-order re¯ections by focusing
attention on the onset of intensity increase in the thin
crystal region where the kinematical approximation is
reasonably good and where the intensity scales with the
square of the thickness. We then proceed, by a trial-and-
error procedure, to determine those phases of structure
factors that are unknown. This is done in dynamical
calculations of the diffraction intensities by combining
positive and negative signs that are the only alternatives
in this centrosymmetric crystal. As the third step, we
re®ne the amplitudes of the Fourier potentials by
comparing calculated intensity pro®les for successive
changes of the amplitudes until we obtain a good ®t
within the entire observed thickness range. Finally, we
Fourier transform the experimentally determined
Fourier potentials to estimate the spatial variation of the
electrostatic potential and electron charge distribution.

3.2. Estimation of the amplitude of the 001 and 002
re¯ections

For a very thin crystal where the kinematical theory
can be used, the relationship between the Fourier
potential Ug of re¯ection g, the intensity, Ig, and the
thickness of the crystal, z, is given by

Ig � �2z2U2
g=K2: �10�

This is a well known result that can be deduced from (1)
in the limit of thin crystal, i.e. small z. This relationship
is, within reasonable limits, independent of the incident-
beam direction as shown in Fig. 5 where the intensities
of the re¯ections along the 001 row of YBa2Cu3O7 are
calculated dynamically for two different incident-beam
directions. The component of the wave vector of the

incident electrons along the 00l row is zero in Fig. 5(a)
and 003 in Fig. 5(b). This means symmetrical incidence
and the 006 re¯ection at the Bragg position, respectively.
In these calculations, and those of Fig. 5(c) for a thicker
specimen, we have assumed neutral atoms and we used

Fig. 5. Calculations of intensity variations with thickness for the (00l)
row in YBa2Cu3O7 assuming neutral atoms. (a) and (b) are from
very thin regions for symmetrical incidence and 006 re¯ection at the
Bragg position, respectively. Note that in these thin regions the
intensity pro®les are barely in¯uenced by the incident-beam
direction. (c) Calculations up to larger thicknesses (800 AÊ ) for
symmetrical incidence.
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the atomic positions of YBa2Cu3O7 determined by
Jorgensen et al. (1990) by powder neutron diffraction.
The crystal unit cell of the fully oxygenated sample of
Yba2Cu3O7 contains one formula unit and is ortho-
rhombic with volume Vc � abc � 0.382 � 0.388 �
1.168 nm � 0.173 nm3. We used the X-ray scattering
amplitudes tabulated in International Tables for Crys-
tallography (1992). These were converted to scattering
amplitudes for electrons using (3). The structure factors
were calculated with the origin chosen in the CuO chain.
Dynamical calculations were performed with both
multislice and Bloch-wave computer programs. These
quite different calculation procedures gave essentially
the same results and here we present the results of the
Bloch-wave calculations obtained by including 51
re¯ections along the 00l reciprocal-lattice row. The

calculations for the two different incident-beam direc-
tions shown in Figs. 5(a) and (b) support the idea that we
can estimate the absolute values of the structure factors
from the thin crystal regions and, from the observations
in the thin area of Fig. 3, we ®nd that the intensities of
the 001 and 002 re¯ections are both about one quarter of
the intensity of the 003 re¯ection near the onset at zero
thickness, which means according to (10) that the
amplitudes of the 001 and 002 re¯ections are approxi-
mately one half of the amplitude of the 003 re¯ection.

3.3. Dynamical calculations for phase determination

With reference to (3), only the 001 and possibly, but
less likely, the 002 re¯ections are in¯uenced by the
charge distribution to the extent that we cannot predict

Fig. 6. Calculations of the intensity as a function of
thickness for symmetrical incidence based on the
estimated absolute values of the structure factors
of the 001 and 002 re¯ections and for the four
combinations of the signs of the structure factors.

538 CRYSTALS WITH LARGE UNIT CELLS



their phases from the known atomic coordinates. The
structure factors of the re¯ections further out along the
(00l) row are mainly determined by the positions of the
atoms. Thus, because the crystal is centrosymmetric,
there are four possible outcomes with respect to phase
combinations if we imagine that, in addition to the 001
re¯ection, the 002 re¯ection could also change sign by
rearrangement of the electron charge in the crystal unit
cell. For these four combinations, we perform dynamical
calculations of the intensity variation with thickness
(Fig. 6), under the assumption that the absolute value of
the structure factors of the 001 and 002 re¯ections are
both 6 AÊ , i.e. half the absolute value of the structure
factor of the 003 re¯ection, which was calculated to be
ÿ12 AÊ . Also, these calculations were performed using
the Bloch-wave program and 51 beams along the (00l)
reciprocal row. Only the choice of negative sign for both
the 001 and 002 re¯ections (Fig. 6d) gives reasonable
agreement with the observed intensity pro®les. This may
be most directly seen by comparing with the conven-
tional CBED pattern of Fig. 4(b) at an estimated
thickness of 45 nm. This thickness estimation relied on
comparing the observed PARODI patterns with calcu-
lated intensities in the whole thickness range seen in
PARODI patterns such as those of Fig. 3. Note that, at
the estimated thickness of 45 nm, the 001 re¯ection is
observed to be strong while the 000, 002, 003 and 004
re¯ections are very weak, in agreement with the calcu-
lations for negative values of the 001 and 002 structure
factors in Fig. 6(d).

3.4. Re®nement of the structure factors of the 001 and 002
re¯ections

At the present stage, we lack a perfect wedge and
there are possibilities of distortions and even deviation
from the bulk charge distribution in the very thin areas

but such irregularities can fortunately be revealed by the
requirement of internal consistency between the thick-
ness fringes from thin and thicker regions of the
PARODI patterns. We re®ned the amplitudes of the 001
and 002 re¯ections by systematically changing these
amplitudes in the calculations until we obtained the best
agreement with observation. In Fig. 7, we show the
calculated PARODI for symmetrical incidence for the
best combination of values of the structure factors of the
001 and 002 re¯ections. In this re®nement, the values of
the structure factors of the 001 and 002 re¯ections were
found to be ÿ4.0 and ÿ3.5 AÊ , respectively. A more
detailed comparison of calculated intensity pro®les,
based on these values of the structure factors, with
experimental intensity scans of PARODI patterns are
shown in Fig. 8 where the 006 re¯ection is at the Bragg
position.

3.5. Fourier transform of the experimental data and
conversion to electron distribution along the c direction in
the crystal

From the determined values of the 001 and 002
structure factors, we calculate the difference between
the measured electrostatic potential Um and the one to
be expected for neutral atoms, Un. The structure factors
of 001 and 002 for neutral atoms were found to be ÿ1.2
andÿ4.9 AÊ by using the atomic coordinates and Debye±
Waller factor of Jorgensen et al. (1990) and the atomic
scattering amplitudes for electron diffraction obtained
by conversion from the ones for X-ray diffraction
(International Tables for Crystallography, 1992). Our
intention is now to extract the change in electrostatic
potential �U(r) and charge density ��(r) owing to
charge transfer relative to neutral atoms:

�U�r� � Um�r� ÿ Un�r�
� �me=mrel�

P�Ugm ÿ Ugn� exp�ÿ2�ig � r�: �11�

Along the c direction, where we have observed only the
001 and 002 re¯ections to be signi®cantly in¯uenced by
electron redistribution, we have

�U�Z� � 2�me=mrel���U001m ÿ U001n� cos 2�Z

� �U002m ÿ U002n� cos 4�Z�: �12�

We can convert from electron to X-ray structure factors
and calculate �� analogously. The conversion from Ug

to Fx
g is achieved by using (9) for the relationship

between the X-ray structure factors and the Fourier
potentials. Because we are considering only re¯ections
at very low scattering angles, the attenuating term due to
the thermal vibrations in (9) can be neglected. The
difference between the measured charge distribution
and the charge distribution assuming neutral atoms is
obtained by replacing Ugme=mrel by Fx

g in (12).
Fig. 7. A choice of values of the 001 and 002 structure factors that give

good agreement with the observed intensity pro®les.
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4. Discussion

Comparisons between observed intensity pro®les and
those calculated with different combinations of signs
of the 001 and 002 structure factors as shown in Fig. 6
leave little doubt that the signs of these two structure
factors in electron diffraction are both negative. At
present, the accuracy in the determined values of the
structure factors, even after re®nement, is rather
modest, but after conversion to X-ray structure factors,
those at small scattering angles become very accurate.
Our estimates of the accuracy of the 001 and 002
structure factors of electron diffraction are 1.0 AÊ and
thus the structure factors are ÿ4.0 (1) and ÿ3.5 (1) AÊ ,
respectively. This accuracy is estimated based on
comparisons between the observations and calcula-
tions of the thickness intensity pro®les for many
different combinations of values of these two structure
factors. After conversion to structure factors for
X-ray diffraction, we get Fx

001m ÿ Fx
001n � 0:22 e and

Fx
002m ÿ Fx

002n � ÿ0:5 e. Based on these residuals, �� is
plotted in Fig. 9. We note a considerable de®ciency of
valence electrons in the region around the Y atom as
is expected from considerations of formal valency. At
present, we are not able to observe a signi®cant
difference between the measured and calculated

structure factors for re¯ections in reciprocal space
further out than the 002 re¯ection and thus the spatial
resolution of the valence-electron distribution is rather
poor.

Sensible information about the electronic structure
from diffraction experiments relies on contrasting, in
either real or reciprocal space, the experimentally
determined charge distribution with the charge distri-
bution calculated assuming neutral or ionized atoms or
by comparing with electronic structure calculations. The
hole distribution in YBa2Cu3O7 has previously been
assessed by electron structure calculations (see Pickett,
1989, and references therein). In those calculations, the
reference was ions with formal valencies rather than the
neutral atoms used as the reference in this presentation.
In a recent study by Zhu & Taftù (1997), focusing mainly
on the structure factor of the 001 re¯ections, it was
found by comparing the experimental data with calcu-
lations for different electron-hole distribution, using a
purely ionic model reference, that 76 (8)% of the holes
were located in the CuO2 planes of this fully oxygenated
sample of YBa2Cu3O7. This agrees fairly well with bond
valence calculations of Brown (1991). Note that the
accuracy of 8% in the determination of the hole distri-
bution in our previous work corresponds to moving
0.08 e per crystal unit cell from the CuO2 plane to the

Fig. 8. Comparison between experimental intensity pro®les and the one calculated for the best choice of values of the 001 and 002 structure
factors. Here the 006 re¯ection is at the Bragg position.
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CuO plane. This small change in the electron distribu-
tion signi®cantly changes the calculated intensity
pro®les and, thus, demonstrates the great promise of
electron diffraction in the study of valence-electron
distributions in large-unit-cell crystals because this
small fraction of the electrons corresponds to
0:08=294 � 0:03% of the total electrons in the material.

General trends in charge transfer were obtained in
this study by comparison with the expectations for
neutral atoms and this can be done with rather high
reliability when the atomic coordinates and occupancy
are known because the scattering amplitudes of neutral
atoms are known with high accuracy. When it comes to
comparing with ionized atoms, we may encounter larger
problems because the scattering amplitudes in that case
are less accurately known and there is little consensus as
to whether formal valency is a fruitful concept in this
context. Thus, there is need for further efforts along
these lines and the challenge has as much theoretical as
experimental character for such large-unit-cell crystals
where the low-order structure factors in electron
diffraction are extremely sensitive to the electron charge
distribution. This suggests, as a future road, a close
cooperation between theoreticians doing electronic
structure calculations and experimentalists.

To summarize, motivated by the challenge of deter-
mining the charge distribution of valence electrons in
complex inorganic crystals, we have applied a novel
approach, based on simultaneously recording the
thickness fringes of many re¯ections in electron
diffraction, to determine the structure factors of the low-
order re¯ections in large-unit-cell crystals. With the new
generation of transmission electron microscopes
equipped with ®eld emission guns, energy ®lters and
intensity recording systems like charge-coupled-device
cameras or imaging plates, this technique may be

routinely applied to complex crystals. Ideal specimens
are those with thin wedge-shaped areas where the
thickness increases linearly with distance from the edge
of the specimen. However, this technique does not rely
on a perfect wedge because of the redundancy asso-
ciated with recording simultaneously the thickness
pro®les of many re¯ections for the same crystallographic
direction of the incident electron beam. We expect the
problem of contamination to be negligible with the
crossover well above or below the specimen level so that
specimen regions of the order 100±1000 nm in diameter
are illuminated with electrons. Thus, with an intense
small electron probe at the crossover, the quality of such
diffraction patterns is expected to be greatly improved.

This research was supported by the US Department
of Energy, Division of Materials, Of®ce of Basic Energy
Science, under Contract No. DE-AC02-76CH00016.
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